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Abstract

The proposed system first is trained using eight different sample of a person voice and then feature
extraction is applied. Feature extraction is a process of extracting various different features of voice.
Then feature matching is performed. In this method, we give the system the input of that person voice
and ask system to grant access to another system after matching the input with the stored voices.
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INTRODUCTION

Speaker recognition is the identification of
the person who is speaking by
characteristics of their voices also called as
voice recognition [1, 2]. Voice conversion
iIs the process that automatically
transforms the source speaker’s voice to
that of target speakers[3]. From the past
20 years various attempts had made for the
voice conversion [3]. To get an acceptable
quality of voice transformation researchers
tried to transform only the filter features
[4,5]. But it proved the need for
transformation of excitation features to
attain an effective voice morphing system.
For transforming spectral characteristics
and excitation characteristics many voice
conversions currently are using GMM or
ANN [6, 7].

Different techniques are used such as
mapping code books, artificial neura
networks, dynamic frequency warping and
Gaussian Mixture Model (GMM) [7]. In
successive conversion of different voice
conversion system various different
techniques are used, but all these system
share voice modeling and training
components [3]. As we use GMM and
ANN, but out of those GMM mapping
technique is widely used but in this paper
we are going to exploit mapping abilities

of ANN [8]. GMM are like kernel density
estimates, but with a small number of
components (rather than one component
per data point) [9, 10].

Various M ethods Used For Voice

Recognition Radial Basis Function
Radia basis function is a method used for
voice recognition system. It includes the
following features: It consists of two-layer
feed-forward networks. RBF is
implemented by the hidden layers. It has a
faster training/ learning capacity. RBF
networks are excellent for the purpose of
Interpol ation.

Ease of Use

i. It hasafaster convergence.

ii. Smaller extrapolation errors.

iii. It offersavery high reliability.

iv. It provides a better theoretical analysis.

Demerits

I. In the noisy environment, it performs
badly.

ii. They are not efficient computationally.

MULTILAYER PERCEPTRON

Multilayer perceptron is another method
for voice recognition system. It includes
the following features. It consists of
multiple layers of nodes in a directed
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graph, and each node is connected to the
further one. Each node has a nonlinear

lii. It islessreliable as compared to radial
basic function.

activation function. It utilizes back Iv. The accuracy of Multilayer Perceptron
propagation, which is a supervised is 93%.
learning technique for training the
network. Demerits
I. It does have the scaling problem.
Ease of Use ii. It does not produce the guaranteed
i. Generalization. solution.
ii. Fault tolerance. iii. Itisavery expensive process.
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GAUSSIAN MIXTURE MODEL

Gaussian mixture model contains the

following features. GMM is a supervised

learning classification algorithm. GMM is

used for data clustering. It converges to a

local optimum using an iterative

algorithm. This method is aso caled as

soft clustering method.

Ease of Use

i. Itisvery easy to use and important.

ii. For the non-temporal  pattern
recognition it isagood algorithm.

iii. The accuracy of GMM is 94.2%.

Demerits

i. For high level of problem it can fal to
work.

ii. The user should set the number of
mixture models which the algorithm

FIELD PROGRAMMABLE

GATE ARRAY

Field programmable gate array has the
following main features. We use it for
wide range of logic gate. To change the
logic function they can be reconfigured.

Ease of Use

I. It consists of inexpensive logic design
because it has short design cycle.

ii. It consists of powerful design,
programming and syntheses tools.

lii. Accuracy of FPGA is 98%.

Demerits

i. For multi FPGA system routine is
easily blocked.

ii. No natural hierarchical extension

will use.
gt sarples of voice ¥ feature extraction

cotparing similaritiss and
tiaking decisions

teference mode]

feature matching

ancess grantedidented

Fig. 1. The Proposed System.

PROPOSED SYSTEM

Our system is voice recognition system.
This system consists of two modules,
which include feature extraction and
feature matching. It ams to identify as
well as verify the speaker. Speaker
identification means determining the
speaker who is aready registered and
Speaker verification means to verify the
registered speaker.

The proposed system first is trained using
eight different sample of a person voice
and then feature extraction is applied.

Feature extraction is a process of
extracting various different features of
voice. Then feature matching is performed.
In this method, we give the system the
input of that person voice and ask system
to grant access to another system after
matching the input with the stored voices.
The proposed system uses the Radial Basis
Algorithm  for implementation. This
system is used as a login application for
several other applications.

CONCLUSION
The different methods used for the voice
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recognition system are Radia Basis
Function, Multilayer Perceptron, Gaussian
Mixture Model, Field Programmable
Array etc. Comparing al the methods the
accuracy of Multilayer Perceptron is 93%
and 94.2% accuracy is of Gaussian
Mixture Model and Field Programmable
Array has accuracy of 98%. On the basis
of these methods much research has been
done.

These research papers tell us which
methods are more efficient. RBF is more
efficient than MLP for the single as well as
multi speaker. Using RBF Real time noise
robust realization can be acceptable. 98%
of accuracy of FPGA can be made 100%
by using MATLAB.
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